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Abstract 

As modern engineering, scientific, and analytics workflows increasingly rely on the exploration and 

interpretation of large-scale datasets, the demand for responsive, high-interactivity data visualization 

tools has grown significantly. This paper presents a reference UI architecture optimized for high-

interactivity scenarios in large dataset environments, such as those encountered in autonomous 

vehicle development, aerospace simulations, and financial modeling. We describe architectural 

principles, interaction patterns, performance optimizations, and modular design strategies that 

facilitate scalable and maintainable UI systems. Case studies and implementation details from the 

Simulation Data Inspector (SDI), a tool developed at MathWorks, are used to illustrate key concepts. 
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1. Introduction 

Data visualization tools designed for large datasets must strike a careful balance between performance, 

usability, and extensibility. In environments where users interact with terabytes of simulation or 

experimental data, UI sluggishness can severely hinder analysis. Traditional UI architectures often fall short 

in such high-interactivity environments due to limitations in event handling, rendering pipelines, and 

memory management [1][2]. 

We explore a UI architecture designed specifically for large-scale, interactive data visualization, leveraging 

front-end/back-end decoupling, asynchronous data streaming, and modular component design. Our approach 

is informed by lessons learned during the evolution of the Simulation Data Inspector at MathWorks, which 

supports use cases across aerospace, automotive, and robotics industries [5][7]. 

2. Challenges in Visualizing Large Datasets 

Table 1 summarizes key challenges faced in the design of interactive UI systems for large-scale data 

visualization. 

Challenge Description 

Data Volume Terabytes of data from simulations, sensors, and logs. 

Latency Constraints 
Sub-second responsiveness for zooming, panning, or overlay 

changes. 

Limited Memory Avoiding full dataset loading into memory. 
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Complex Interactions Users require synchronized plots, linking, and comparisons. 

Extensibility 

Requirements 
Need for pluggable UI components and flexible data sources. 

 

3. Architectural Principles 

3.1 Front-End and Back-End Decoupling 

Separating the front-end (UI) from the data and computation back-end allows each to scale independently. 

We use a publish-subscribe model over a service bus to manage UI events and data updates. This 

decoupling permits lazy-loading, caching, and asynchronous rendering. 

3.2 Model-View-Controller (MVC) with Reactive Extensions 

A reactive MVC pattern helps manage state transitions and user inputs. Observables propagate changes 

through the UI without manual event handling for each component. This is especially helpful in managing 

concurrent UI actions, like zooming and variable selection, without introducing race conditions [6]. 

 
3.3 Modular Component Design 

Each UI feature (e.g., plots / graphs, data table, data cursors) is encapsulated into independent modules with 

well-defined inputs and outputs. Components are dynamically instantiated depending on user workflow, 

minimizing the memory footprint. 

4. Performance Optimization Techniques 

4.1 Progressive Rendering 

Rather than rendering full-resolution plots, the system displays a coarse-grained overview first, followed by 

finer levels of detail using Level of Detail (LOD) techniques. This ensures immediate feedback for user 

actions [1]. 
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4.2 Virtual Scrolling and Data Paging 

Tabular or time-series views often contain millions of entries. Virtual scrolling creates the illusion of a large 

scrollable area while rendering only visible portions. Data is paged in chunks from the backend using 

intelligent prefetching algorithms. 

4.3 Memory Bounded Caching 

Data cache size is dynamically adjusted based on available system memory and user interaction patterns. A 

Least Recently Used (LRU) cache management strategy balances responsiveness with memory usage. 

4.4 Efficient Parsing and Reading of Large Datasets 

Efficient data ingestion is critical to maintaining interactivity. Strategies include: 

• Indexing and Chunking: Large files are indexed during import to enable selective reading of 

relevant portions without scanning the entire dataset. 

• Columnar Storage Formats: Tools may prefer columnar formats like Apache Parquet or 

MATLAB's MAT-file format, which allow efficient compression and retrieval of only the needed 

variables. 

• Asynchronous and Multithreaded Parsing: Parsing routines are offloaded to background threads 

to avoid blocking the UI thread. 

• Streaming and Lazy Evaluation: Data is read incrementally, and computations or visualizations are 

triggered only when required. 

• Metadata First Strategy: Initially loading only dataset metadata (e.g., variable names, time range) 

helps the UI respond quickly while deferring heavy data operations. 

These strategies collectively enable low-latency responses even when working with multi-gigabyte 

simulation logs or sensor data. 

5. Case Study: Simulation Data Inspector (SDI) 

The Simulation Data Inspector (SDI) tool provides time-series data inspection capabilities for Simulink 

simulations. In 2022, the UI architecture was overhauled to support multi-instance workflows and selective 

data import/export. This required a scalable and extensible UI foundation. 

Key implementation highlights include: 

• Use of asynchronous JavaScript calls to retrieve simulation data on-demand [4]. 

• A global event bus implemented using custom observers and a state registry to synchronize multiple 

plots. 

• Partial data loading strategies to reduce memory footprint by over 40% [5][7]. 
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6. Extensibility and Integration 

Our architecture supports third-party plugin development and integration with other products like Signal 

Analyzer and Simulink Test. The use of interface contracts and a registry of component services allows 

downstream teams to integrate SDI components without introducing tight coupling. 

A Service-Oriented Architecture (SOA) combined with dependency injection techniques helps maintain 

clean separation between the core system and extensions [6]. 

7. User Experience Considerations 

• Adaptive UI Elements: UI adjusts based on the size and density of the dataset. 

• Interactive Feedback: Users receive immediate visual feedback via loading indicators, skeleton 

screens, and message dialogs. 

• Custom Views: Users can save and reload preferred visualization configurations, enhancing 

usability across sessions and across users. 

8. Conclusion 

UI architecture plays a critical role in the usability and performance of data visualization tools designed for 

large datasets. Through principles such as modularization and asynchronous interaction handling, systems 

like SDI can support highly interactive workflows across diverse industries. Future work includes exploring 

AI-based adaptive rendering strategies and further decoupling via micro-frontend architectures. 
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