
Volume 10 Issue 2                                                       @ 2024 IJIRCT | ISSN: 2454-5988 

IJIRCT2404027 International Journal of Innovative Research and Creative Technology (www.ijirct.org) 1 

 

Predicting the Risk of Breast Cancer using a Deep 

Learning Approach 
 

1Rishabh Shrivastava, 2Prof. Sudha Sharma 
 

1M. Tech. Scholar 

Department of Computer Science & Engineering 

Sri Aurobindo Institute of Technology, Indore, MP, India 

 

Abstract- 

After lung cancer, breast cancer is the second most common cancer. The most common cancer 

worldwide is lung cancer. On average, reproductive-age women are diagnosed with breast cancer more 

often than men. To minimise breast cancer fatalities, early identification is essential. Breast cancer 

causes are unknown, thus this is why. Early cancer detection may boost survival by 8%. This includes 

X-rays, mammograms, and MRI scans. How're things? Even the best doctors have trouble finding 

microscopic lumps, bumps, and masses, resulting in many false positives and negatives. This indicates 

nothing favourable. However, many seek to build better apps that may identify breast cancer early. 

This new technology can analyse photos and learn from them. A Deep Convolutional Neural Network 

(CNN) was utilised to distinguish carcinomas, calcifications, benign tumours, and abnormalities. 

Before, simple methods achieved this goal. To help doctors create better cancer treatments, the 

condition was classed as normal or aggressive. The model was trained before this. We started using this 

method to accomplish transfer learning efficiently. This is ResNet50. We upgraded our deep learning 

model similarly to our model. The learning rate of a neural network is crucial to training it. Use our 

strategy to adapt your study speed to match your needs. In the beginning of learning, mistakes are 

inevitable.  
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I. INTRODUCTION 

Breast cancer is the second most common disease in the World Health Organisation, lung cancer is the leading 

cause of death worldwide for both men and women. In 2012, it accounted for 12% of newly diagnosed cases 

of cancer. The National Cancer Institute reports that in 2012, cancers in women made up 25% of all cancer 

cases. 

Uncontrolled cell proliferation that takes place within the breasts of women who are susceptible to the illness 

leads to breast cancer. When these cells work together to produce a tumour, the result is an x-ray picture of 

the tumour or the feeling of a bulge on the body. When the tumor's cells are able to penetrate and spread to 

other areas of the body, they are deemed malignant (cancer). 

This is the source of these cells. They are produced by breast milk glands. Good or bad, these abnormal cells 

may be categorised based on how rapidly they grow and the damage they do to other cells. In fact, the World 

Health Organisation (WHO) projects that 2.1 million new cases of breast cancer affect women worldwide 

year. An estimated 627,000 women died of breast cancer in 2018, making up around 15% of all female cancer 

deaths. 3–6 Despite a wealth of research on the topic, machine learning has not yet been used to the detection 

and classification of breast tumours. It is believed that some symptoms may be identified as early indicators 

of breast cancer. Consequently, it was found that a large number of women who had breast cancer showed no 

symptoms at all. Only people with mutations in either of the BRCA1 or BRCA2 genes are able to avoid breast 

cancer from the start. However, the course of therapy a cancer patient receives may affect both their prognosis 

and chance of recurrence. Patients with breast cancer often get hormone therapy, chemotherapy, radiation 

therapy, and surgical resection along with additional treatments. Early identification of breast cancer is so 

crucial. Lives may be saved while cancer is still in its early stages. Breast cancer may be recognised and 

treated more quickly if it is found early. This information is critical since prognosis has a significant impact 
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on long-term survival [7, 8]. As time goes on without treatment, a patient's chances of successfully undergoing 

cancer treatments decline. According to study by, early identification and treatment of early-stage signs of 

breast cancer may increase survival rates and prevent or stop the development of malignant cells. With 

advancements in medical image processing, many people have optimism for the creation of useful applications 

for breast cancer diagnosis and categorization. Due to the use of deep learning algorithms, which use layers 

of neural networks to detect patterns, computer algorithms are becoming increasingly important in the medical 

field. It is possible that breast abnormalities would remain challenging to identify or classify even after much 

research has been done on automated breast cancer applications. There is more. Deep learning needs a lot of 

training data in addition to the dearth of training data in the medical field. In the future, further research on 

applications that can detect breast cancer automatically is required. In order to determine if the aberrations in 

this inquiry were real, deep learning models were used. A brief synopsis of the findings of this study is as 

follows: We developed techniques for avoiding overfitting in models by using a pre-trained model known as 

ResNet50. We adjusted the learning rate of the deep CNN model to enhance its performance. Additionally, 

we searched for methods to change the learning rate while the training was in progress. Our approach allows 

us to discriminate between many of the elements that cause breast cancer and those that don't. 

 

II. RELATED WORK 

CNN became widely used in clinical imaging when better mammography revealed breast calcifications in the 

1990s. This prompted technological use. CNN's adaptability is crucial to pre-planned CNN [24-32]. Two 

motion learning categories exist in clinical imaging: Initial groups define an organization's most important 

layer traits. Using this layer, another classification example is produced. Except for removing connected 

floors, the second tier has little structural alterations. 

CNN illumination and other methods may remove bright areas from the dataset. Numerous investigations 

used it. They analysed several photos using various extraction classifiers and methodologies. 

Things were categorised using SIFT and SVM [33-36]. One may locate beneficial and hazardous parts. All 

three core categories—child-heart, benign, and harmful—were important. The dataset was improved using 

mammograms. It compared the second dataset to the first to see the differences. DCT (Discrete curve altering) 

was utilised to divide advanced mammography into four groups and create CNNs using SVM and softmax 

layers [36-38], among other things. This inquiry concerned IRMA knowledge base content. The DCT and CT 

had mean accuracy of 81.83 percent and 82.74 percent, respectively, throughout their investigation [6]. 

Several high- and low-pass lines carry the time/space signal. Wavelets are measured and moved differently 

depending on the signal. Thin lines on wedges may be seen by curvature changes. 

Fluffy reasoning illustrates assumptions and logical reasoning. When a numerical representation is 

unavailable, strategies may be used [3]. Creating a fluffy framework model requires frequent updating and 

rebuilding to keep updated. Neurofluffy thinking and precise frameworks may be found in flaws and 

assertions that help people think about how to accomplish things. Size is best estimated using the multi-scale 

curve, which is 98.59 percent accurate. 

C-mean bunching may work in certain cases.Alternatives may outshine the division's expertise. Three-

dimensional ultrasonic images were used to find and distinguish grassy and non-fatty water surface tissues. 

The surface looked like this when the water changed. [9] K-bunching may enable breast cancer detection 

using thermography. In this case, a disease hot spot shadow investigation is recommended. Ultrasound may 

eradicate cancers and their components, according to research. The tumour split has been utilised to create 

numerous recommendations to keep the tumour apart from the body. Flexible thresholds have been found by 

examining the data using several categories. 

Thicker area ID for assessing stretch and screening for breast cancer showed promising results. In all, 32 

picture quality grades were tested. Changing the dyadic wavelet modification may improve mammography 

noise[12]. This method may produce microcalcification and mass differences. Weighted misfortune described 

DDSM and MINI data. This method focused on preventing the locator from moving to a better location. The 

audit indicated that both ESTD and Surface Examination techniques prioritise extracting images from 

mammograms. Self-changing asset allocation networks are suggested for breast cancer research and lead 

component inspection. 
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III. DATASET 

In order for CNN to continue to function as the most reliable source of news, it is imperative that it excels in 

this area. For the purpose of training its algorithms, it needs a substantial quantity of data. For the purposes 

of training and testing, the largest dataset that was available to the public on the internet at the time was used. 

As part of this inquiry, we will be using mammograms that were collected via the application of the MINI-

DDSM [15]. Following is a breakdown of the number of images that were used: There were 5358 individuals 

that contributed to the accomplishment of this goal. 1 372 by 2340 pixels is the size of each picture. For the 

purpose of their investigation, about 2474 photographs were taken of the malignant cells, whereas around 

1940 photographs were taken of the healthy cells respectively. The dataset was divided in a random fashion 

in order to generate the course materials that were used for the class. Twenty percent of the funds were 

allocated for CNN's testing and assessments, while the remaining funds were utilised for training purposes. A 

grayscale conversion was performed on the photographs before they were shown. 

 

Table I: Dataset description. 

 
 benign 

  
Benign 

  
Cancer 
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Figure 1.  Images shows in working dataset. 

 

IV. METHODOLOGY 

The MINI-DDSM mammography pictures were used for training, and 80 percent of the 5,358 images were 

used for training. The technique for the suggested system is shown in Figure 2 (below). 

 
Figure 2. Shows working training and testing steps. 

 

SGDM is practised with stochastic downward momentum. In order to get the best results, we experimented 

with different learning rates, batch sizes, and durations. Table II provides an overview of some of the study's 

key metrics. 

It was taught from the ground up by a CNN staffer who had no prior training. There are CNN algorithms that 

may be used to evaluate images. These algorithms search for certain patterns or characteristics. During the 

first phases of the CNN, the search for large, noticeable products is underway. Discovering the more subtle 

qualities of the levels that came before it is the responsibility of the subsequent tiers. It is possible to define 

the final layer by using all of the characteristics of the layers that came before it. 

Figure 3 illustrates the combination of four convolutional layers. The following three things, which are shown 

in Figure 3, are not connected to one another by any means. The photographs are supplied to CNN in a 

grayscale format so that they may be shown on the network. A weighted point product is produced by it thanks 

to the fact that its volume is proportionate to the area that it covers. A total of four, sixteen, and eighty filters 

(2, 3, 5) as well as padding were used in order to enhance the aesthetic attractiveness of the input layer (3, 2, 

1, 1). Three is the height and width of the filter that is represented by the symbol [3 3]. One of the problems 

with these filters is their size. It is necessary to relocate the filters in order to be able to accommodate them 

inside the width and height constraints of the input. 

It is possible to minimise the amount of time required and increase the reliability of the system by using two 

layers of bundling. It is possible for each region to have up to four inputs from layers, and the filter widths 

may range anywhere from two to two pixels. Filter layers consisting of two pixels are employed. 

One layer that has a CNN classifier is called SoftmaxLayer. This is often the last coating that is applied to the 

surface.There will be a greater number of weight shifts for those who learn at each level more quickly, and as 

a result, the network will advance at a faster pace. Nevertheless, the opposite is true in practice. The amount 

of weight you carry shifts as you acquire new information. In the course of our inquiry, we used a study rate 

of 0.001. 
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Figure 3 It's shown on the right. 

 

The data that was utilised originated from the process of developing and testing CNNs. When it was first 

developed, the raw data had a dimension of 1372 by 2340 pixels. This was the original size. In addition to a 

few extra test images, the years 1940 and 2474 were separated into two distinct groups. It was decided to split 

the two groups. 

Separate analyses were performed on the physical and organic data sets of each preparation and test, which 

led to a variety of findings being drawn. The provision of information that is pertinent to the situation at hand 

is more effective than the provision of information that has been already prepared. This method produces a 

substantial amount of information on ribosomal abnormalities. The progression of events is shown in Figure 

6. In order to make this long-term study more effective, each new CNN edition and the use of pre-made groups 

are both helpful. 

From the beginning, it is recommended to begin with a new set of CNN training and testing data. After being 

reduced in size by more than half, the photographs went from having 1372 by 2340 pixels to having just 512 

pixels. As part of the process of collecting data for the collection, the pictures were reduced in size. What is 

the best way to binarize and conceal the region of interest (ROIs) in order to get more information about it? 

Both revealing and concealing portions of a picture may be accomplished via the use of morphological 

approaches. 

Six of the groups had beautiful photographs depicting a variety of malignancies, whereas the seventh group 

did not have any such photographs. The only thing that it was was a generalisation of the other two. There is 

a possibility that some photos include distressing or perhaps fatal scenes. 

It is a kind of evaluation. Not a single person made use of any of the three filter sizes that were available to 

the other person (2, 3, 5). There was not a single problem with any of the filter sizes, as shown in Figure 7. 
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Fig. 4. Experimental dataset images 

 

Input for the game came from real-world images. The last phase in the procedure was morphological closure.  

Anatomical closure resulted in dilatation, which in turn reduced noise. A trough disappears as soon as a minor 

hole is closed. Connected binary pictures had CC-related components, indicating that the images were linked. 

There were no obvious landmarks even in the most accessible part of town. Next, we used the masking 

technique shown in Figure 4. Figure 5 depicts this. It's possible to simplify the process of reading. 

 
Fig. 5: Pre-processing segmentation stages. 

 

Platform Specs The implementation used Python language. 

 

 
Figure 6: Feature extraction and clasification steps of  CNN

. 
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Figure 7: Working steps of NN 

 

 
Figure 8. Proposed architecture. 

 

V. RESULTS 

There were seven primary categories and six subcategories in the early tests for breast cancer screening using 

a CNN. 

For both testing and training, there were two approaches available.. Data was initially divided between 

tumours that were benign and those that were malignant. Asymmetrical groups, calcification, spicy masses, 

confined masses, architectural deformation, variation, and calcification were the six forms of malignant 

groups discovered by the third technique. 

A disorganised collection of pictures that may or may not be harmful. CNN used a collection of 2474 

cancerous and 1940 healthy photos to train and test the algorithm. Applied to: Teaching the algorithm how to 

operate with the help of this data. Researchers employed both pre-processed and raw data in their study to 

train and evaluate their system. It's important pre-processing neural networks to boost their performance and 

speed of learning. 

Depending on the CNN station you watch, you may see a variety of obscene visuals. Figure 9 demonstrates 

how near each image is to being correct. Our morphological procedures were employed to preserve this region 

as clean as feasible. Figure 4 illustrates this. Preprocessed data has greater appeal than unaltered images. That's 

what's seen in Figure 7: the MINI-DDSM dataset had an overall accuracy rating of 66%. 
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Figure 9 Accuracy of proposed method. 

 
Figure 10. Accuracy of proposed method with pre processed images 

 
Figure 11: Number of epochs. 

 

Table 1: Proposed models layers. 
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Figure 12: The confusion matrix of Proposed CNN Model 

 

 
Figure 13: Accuracy and validate accuracy 

 

Table 2: Result in term of accuracy, precision, recall f1 score and Roc-Auc. 

 
VI. CONCLUSION 

Convolutional neural networks were used by the researchers in order to ascertain which mammograms were 

normal and which were not normal. A deep learning system that is capable of classifying breast cancer via 

the use of the MINI-DDSM mammography dataset was suggested. There were many different filter sizes and 

preprocessing procedures that were used in order to improve the accuracy of the network while it was working 

with raw data. The process of accurately segmenting a dataset is very necessary in order to successfully extract 

and classify features from the dataset. There was a significant improvement in the categorization of the photos 

thanks to masking and morphological segmentation. 
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